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We thank the editors for the opportunity to offer our comments on this very read-
able article on recent work on noncompliance. Since Angrist, Imbens, and Rubin
(1996), there has been an explosion of interest and activities in noncompliance
related methods and applications, which include the bridging of work in different
fields such as statistics, economics, epidemiology, sociology, and education. This
article contributes nicely to this expanding literature by explicating various assump-
tions involving covariates that can be used to uniquely identify maximum likelihood
estimates in place of exclusion restrictions.

Although we like the article very much, as discussants we focus on points de-
signed to stimulate further discussion. Thus the casual reader may get the mistaken
impression that we are more critical than we really are. The topics we address are:
(a) summarizing results by “significant” versus “not significant”; (b) handling miss-
ing data by listwise deletion; (c) describing subpopulation differences as “impacts”
or “effects”; (d) discussing the scientific plausibility of competing models.

Sensitivity of Significant/Not Significant Results

The author’s main interest is sensitivity analysis, which we support, but the
focus seems to be on sensitivity of “significant” and “not significant” results. For
instance:

The results from the model assuming the exclusion restriction show that the inter-
vention assignment did not have a significant effect on the level of depression of
compliers (ITTC =—0.361, effect size = 0.498). The results from the model without
assuming the exclusion restriction show that the intervention assignment had a sig-
nificant effect on the level of depression of compliers (17/'7} =—0.451, effect size
=0.622). (p. 399)

Even if the —0.451 estimate were known without any sampling variability, the
difference between it and the Iﬁ} estimate under the exclusion restriction
(0.080) would be only 0.4 standard error away from zero (see Table 2 in Jo, 2002).
This insensitivity of ITT. holds despite the apparent superiority of the “without
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exclusion” model (ITT, = 0.227, SE = 0.094), suggesting the need for this extra
parameter. There are more sophisticated ways to assess the different implications
of such models; for example, our preference would be to employ the Bayesian par-
adigm, possibly using posterior predictive checks of the ability of the more parsi-
monious models to predict important aspects of the observed data (Rubin, 1984;
Gelman, Meng, & Stern, 1996).

Dealing with Missing Data by Listwise Deletion

We were somewhat disappointed by Jo’s general handling of missing data in the
datasets, because the author was so careful when dealing with noncompliance, a spe-
cial kind of missing data. The method known as “listwise deletion” is quite gener-
ally inferior to other methods (e.g., see Little and Rubin, 1987, chapter 3). There
has been a tremendous amount of development in missing data methodology in the
past quarter century (e.g., since Rubin, 1976; Dempster, Laird, & Rubin, 1977), and
recent work has addressed the simultaneous complications of noncompliance and
missing data (Frangakis & Rubin, 1999; Baker, 2000). A highly relevant publication
in the context of a randomized educational intervention is Barnard, Frangakis, Hill,
and Rubin (2002). In these publications, the assumption of latent ignorability of miss-
ing data plays a key role: for groups of subjects with the same true compliance sta-
tus, the missing data are ignorable. Because the software needed to implement fully
principled analyses of data with both missing values (in covariates and outcome mea-
sures) and noncompliance is not readily available (e.g., Barnard et al., 2002), we are
sympathetic to restricting the analysis to people with covariates fully observed,
because this limits the inference to subpopulations of people with complete covari-
ates. However, also restricting the analysis to those with complete outcomes is in
principle incorrect for any subpopulation, because this implies the comparison of out-
comes under treatment for those units who would produce outcome data if treated,
with outcomes under control for those units who would produce outcome data if con-
trol; this is not generally a comparison leading to causal effects because these two
subpopulations are not the same (see Frangakis & Rubin, 2002).

Language that Tends to Confuse Subpopulation Differences
and Treatment Effects

Our third point concerns language that can often be easily read to imply
causal effects for variables that cannot be manipulated. We feel that it is especially
important to avoid such language in the context of social sciences, where it has too
often been misused. As Jo explains clearly, the basic idea underlying the proper
analysis of data with noncompliance is to distinguish between (a) subpopulations
defined by the true compliance status and (b) the effect of treatments on outcomes
within those subpopulations. An example of a potentially deceptive statement is:

The intervention assignment had a positive impact on compliers if they were highly
motivated and married. However, high motivation and being married had a negative
impact on individuals who would have complied with the intervention if offered, but
were assigned to the control condition. (p. 401)
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What we believe is actually meant by these two sentences can be explained by
the example in Table 1 where, in order to simplify the presentation, depression is
assumed to have only two levels, high and low.

E:;I;fvi;n Level of True Compliers by Treatment Assignment and Subpopulation
Intervention

True compliers subpopulation Control Treatment

NM? Low depression Low depression

M2 High depression Low depression

Note. NM? = not married and/or not highly motivated, M? = married and highly motivated

The meaning of the first sentence is that for the subpopulation of people who are
true compliers and highly motivated and married, the intervention reduces depres-
sion: this is indeed an impact (causal effect) that can be observed by comparing the
two cells in the M2 row of Table 1. What is meant by the second sentence instead
is that, if all members of the subpopulation of true compliers are assigned control,
those who are highly motivated and married will have a depression level that is
higher than the subpopulation of true compliers who are not highly motivated and
married. This is not an “impact” of an intervention but a description of a difference
between two subpopulations under the same treatment condition, which can be
observed by comparing the two cells in the Control column of Table 1. Similar con-
fusing language appears later and in other places, where a difference between
subpopulations under the same treatment condition is described as an “impact”
or “effect”.

Scientific Rationale for Various Specifications

Although we applaud the specification of different identifying models, we wished
that the resulting comparisons of estimates across the models had included more dis-
cussion of the scientific plausibility of the models, and thereby of the resulting esti-
mates. Also, Jo’s analysis of alternative assumptions involving covariates is
restricted to the case where, in addition to monotonicity (i.e., there are no
defiers), there are no always-takers. Always-takers are likely to be present in many
observational studies and randomized trials—for example in randomized encour-
agement designs (Hirano et al., 2000), where people in the control arm are not
encouraged to take the treatment (flu shot), but it is nevertheless accessible. It is thus
interesting to see how Jo’s results generalize to that case.

For example, consider the common setting and allow always-takers, i.e.,

¢ (complier) if DM =1and D, =0
C; = {n(never—taker) if D =0and D,;(0) =0
a (always—taker) if D) =1and D,;(0) =1
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Also, assume there is only one binary covariate X, and, in addition to the nota-
tion introduced in the “Modeling CACE with Covariates” section, let ,; be the
probability that the ith individual with covariate x; is an always-taker, and let g; = 1
ifi € C(a) and a;=01if i € {C(c) U C(n)}. Equation 11 can be modified to repre-
sent the outcome variable for an individual with compliance status c;, n;, and a;:

Y, = o,n + o+ 0,a + Yz + Y6 + Va0 Z;
+ Y ZiXi + YouliZiXi + Yax @G ZiX; + Aynix;

+ A.Cix; + Aaix; + €,n; + €,.¢; + €, (11a)

where the additional parameters and residual have the same interpretation for always-
takers as the already introduced parameters and residuals have for compliers and
never-takers. Based on equation (11a), eight directly estimable population means can
be expressed in terms of unrestricted model parameters as:

Mipx=0 = &, + Vs

Hinx=1 = Oy + Yo + Yo + A,y

Moax=0 = Qg

Hoax-1 = Oy + A,

Moo, x=0 = Tnx=00, + T x=0x,

Hooxo1 = T x=1(0, + A,) + Ty +A,)
Winx=0 = Tax=0(0ts + Ya) + e x=0(Ae + Y.)

Winxor = Tox=i(O + Yo + Yoo + Ag) + Moy (0 + Yo + Yoo +A0),

where |, x— is the population mean potential outcome if Z=j, D(j)=h and X = k.
Because the probabilities of being of a certain compliance status are directly
estimable at both values of X, these equations show that the twelve model parameters
{0y Vo> Yiur> Ao Oy Ve Yers Mo Olas Y Yars Ao} Cannot be identified without some assump-
tions. The exclusion restriction for always-takers and never-takers (i.e., ¥, = Yo =
Y. = Yoe = 0) reduces the number of parameters to eight and allows the identification
of CACE. The same is true for the assumption of constant effects of covariates (i.e.,
A=A, = A, and Y, = Y = Yoo), Whereas the assumption of additivity of treatment
assignment effect (i.e., Y = Yo = Yor = 0) reduces the number of parameters to nine,
which is not sufficient to identify CACE: when there are always-takers, the additiv-
ity assumption needs to be combined with other assumptions, for example with an
exclusion restriction for either the never-takers or the always-takers. Thus, specula-
tion about which assumptions are more or less plausible when always-takers are also
present is even more difficult without substantial experience with both fitting the
models and applying them in substantive areas. One small contribution of ours into
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this difficult territory is Mealli and Rubin (in press), where we describe how differ-
ent settings and experimental designs can have very different implications for the
plausibility of competing assumptions. An example that makes the exclusion restric-
tion but discusses its plausibility at some length is Barnard et al. (2002).

In conclusion, Jo’s article represents a fine contribution to this demanding and
growing area of statistical research, and, moreover, it introduces an interesting
new class of tools for applied researchers, which illustrates a profitable path for
further work.
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